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As Artificial Intelligence (AI) systems become increasingly integrated into diverse do-
mains, the demand for transparent and interpretable decision-making processes has grown
significantly. Explainable AI (XAI) has emerged as a pivotal research area to address this
need, aiming to elucidate the inner workings of complex AI models and provide comprehen-
sible insights into their decision-making processes [2].

Explicit symbolic knowledge, in particular ontologies, can play different roles in Explain-
able AI and in the development of human-centric explainable systems and intelligible expla-
nations.

By explicitly defining concepts, relationships, and hierarchies within a domain, ontologies
facilitate a clearer understanding of the subject matter. These conceptualisations can be used
to provide semantic grounding to data used and produced by AI algorithms, they enhance
the transparency of AI models, allowing stakeholders to get a better comprehension of the
underlying context in which the algorithms operate [3].

Ontologies can act as a bridge between human and machine understanding by providing
a common semantic ground and representing knowledge in a format that is interpretable by
both. This shared understanding fosters trust and ensures that the decisions made by AI
systems align with human expectations and reasoning.

We consider three main perspectives in which ontologies can contribute significantly,
namely reference modelling, common-sense reasoning, and knowledge refinement and com-
plexity management [1].

In conclusion, ontologies play a multifaceted role in advancing the field of Explainable
AI. From providing a structured representation of knowledge to facilitating contextual un-
derstanding and bridging communication gaps, ontologies emerge as tools in the quest for
more transparent, trustworthy and comprehensible AI systems.
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